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The “boom” of reasoning in NLP

Chain-of-Thought Prompting Elicits Reasoning
in Large Language Models

JasonWei  XuezhiWang  Dale Schuurmans  Maarien Bosma
BrianIchter  FeiXia EdH.Chi  QuocV.Le  Denny Zhou

Google Research, Brain Team
{jasonue, dennyzhou}@google. con.

Standard Prompting Chain-of-Thought Prompting
~
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis bals. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A
The answer is 11

@: The cafeteria had 23 apples. if they used 20 to
make lunch and bought & mare, how many apples Q: The cafeteria had 23 apples. If they used 20 to
da they have? ‘make lunch and bought & more, haw many apples
/| datheyhave?

e
SERT

A:The answer is 27. ¢ |
answer 159, of

o .

)

_

(

Figure 1: Chain-of-thought prompting enables large language models to tackle complex anthmeuc‘

and symbolic ing tasks. Chain-of-thought ing processes are hi;
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The “boom” of reasoning in NLP ARG:tech

Papers with the word “reasoning” in the title in major NLP
conferences (ACL, EMNLP, NAACL, EACL, COLING, LREC):

e 2020: 80 100
617

e 2021: 137 600

500
e 2022: 189 00

329

e 2023: 329 300

200 189

137
R .
2024: 617 100 5 .

e 2025: 52 (only COLING) 0

2020 2021 2022 2023 2024 2025
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The “boom” of reasoning in NLP ARG:tech

But... is it all this work about natural language reasoning?

Or more about solving problems that involve some kind of
reasoning... in natural language?

i o
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Reasoning in Natural Language vs. ARG-tech
Natural Language Reasoning
GSMB8K (Cobbe at al., 2021) - Mathematical Reasoning

Problem: Beth bakes 4, 2 dozen batches of cookies in a week. If these cookies are shared amongst 16 people equally, how many cookies does
each person consume?

Solution: Beth bakes 4 2 dozen batches of cookies for a total of 4*2 = <<4*2=8>>8 dozen cookies

There are 12 cookies in a dozen and she makes 8 dozen cookies for a total of 128 = <<12°8=96>>96 cookies

She splits the 96 cookies equally amongst 16 people so they each eat 96/16 = <<96/16=6>>6 cookies

Final Answer: 6

Problem: Mrs. Lim milks her cows twice a day. Yesterday morning, she got 68 gallons of milk and in the evening, she got 82 gallons. This moming,
she got 18 gallons fewer than she had yesterday moming. After selling some gallons of milk in the afternoon, Mrs. Lim has only 24 gallons left. How
much was her revenue for the milk if each gallon costs $3.50?

Mrs. Lim got 68 gallons - 18 gallons = <<68-18=50>>50 gallons this morning.

So she was able to get a total of 68 gallons + 82 gallons + 50 gallons = <<68+82+50=200>>200 gallons.

She was able to sell 200 gallons - 24 gallons = <<200-24=176>>176 gallons.

Thus, her total revenue for the milk is $3.50/gallon x 176 gallons = $<<3.50*176=616>>616.

Final Answer: 616

Problem: Tina buys 3 12-packs of soda for a party. Including Tina, 6 people are at the party. Half of the people at the party have 3 sodas each, 2
of the people have 4, and 1 person has 5. How many sodas are left over when the party is over?

Solution: Tina buys 3 12-packs of soda, for 3*12= <<3"12=36>>36 sodas

6 people attend the party, so half of them is 6/2= <<6/2=3>>3 people

Each of those people drinks 3 sodas, so they drink 3*3=<<3"3=0>>8 sodas

Two people drink 4 sodas, which means they drink 2*4=<<4"2=8>>8 sodas

With one person drinking 5, that brings the total drank to 5+9+8+3= <<5+9+8+3=25>>25 sodas

As Tina started off with 36 sodas, that means there are 38-25=<<36-25=11>>11 sodas left

Final Answer: 11

Other similar benchmarks: SVAMP, ASDiv, AQuA, MAWPS, ...
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Reasoning in Natural Language vs. ARG-tech
Natural Language Reasoning
StrategyQA (Geva et al., 2021) - Commonsense Multi-Hop Reasoning

1 2 4 at is iti i ire-
2 Did Aristotle use a g Was Aristotle alive when Can .the (1) What is !he ‘Cll.lzel‘lsh]p .requlre
I laptop? the laptop was invented? President of ment for voting in New Mexico?

o - Mexico vote in | (2) What is the citizenship require-
implicit explicit N K R
New Mexico ment of any President of Mexico?
D E imaries? 9 S8 as #17
1. When did Aristotle live? “Aristotle primanes- (3) Is #2 the same a3 #17
2. When was the laptop invented? (384-322 BC) was Can a (1) What kind of battery does a Toy-
3. Is #2 before #17 a philosopher..” N .
microwave ota Prius use?
\ A "The first laptop melt a Toyota (2) What type of material is #1 made
B " was... in 1980” ") Prius battery? | out of?

(3) What is the melting point of #2?
(4) Can a microwave’s temperature
reach at least #37

‘Would it be (1) Where is a typical penguin’s nat-
common to ural habitat?
find a penguin | (2) What conditions make #1 suitable
in Miami? for penguins?

(3) Are all of #2 present in Miami?

Other similar benchmarks: CommonsenseQA, BIG-bench, ...
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Reasoning in Natural Language vs. ARG-tech
Natural Language Reasoning

FOLIO (Han et al, 2024) - First-Order Logic Reasoning

NL premises NL Conclusions -> Labels

1. There are six types of wild turkeys: Eastern wild turkey, Osceola wild turkey, Gould’s wild turkey, A. Tom is an Ocellated wild turkey. -> True
Merriam’s wild turkey, Rio Grande wild turkey, and the Ocellated wild turkey. B. Tom is an Eastern wild turkey. -> False
2. Tom is not an Eastern wild turkey. C. Joey is a wild turkey. -> Unknown

3. Tom is not an Osceola wild turkey.

4. Tom is also not a Gould’s wild turkey.

5. Tom is neither a Merriam’s wild turkey, nor a Rio Grande wild turkey.
6. Tom is a wild turkey.

FOL Premises FOL conclusions -> Labels

1. Va(WildTurkey(z) — (EasternWildTurkey(x) V OsceolaWildTurkey(x) V GouldsWildTurkey(x) A. OcellatedWildTurkey (tom) -> True
V MerriamsWildTurkey(z) V RiograndeWildTurkey(z) v OcellatedWildTurkey())) B. EasternWildTurkey(tom) -> False
2. —EasternWildTurkey (tom) C. WildTurkey(joey) -> Unknown

3. =OsceolaWild Turkey(tom))

4. ~GouldsWildTurkey(tom)

5. =MerriamsWildTurkey(fom) A —RiograndeWildTurkey (tom)

6. WildTurkey (tom)

Natural Language Reasoning, or symbolic reasoning in natural
language?
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Are LLMs reasoning at all? ARG-tech

Argument Technology

Google DeepMind

Chain-of-Thought Reasoning without Prompting

Xuezhi Wang! and Denny Zhou!
!Google DeepMind, * {xuezhiw, dennyzhou} @google.com

Question in standard QA format Decoding step 0 Continue greedy deceding
Q¢ | have 3 apples, my dad has 2 5 — /'75 apples X
more apples than me, how many top-1: ___Ihave 3 apples, my dad has 2 more apples than me, so he
apples do we have in total? top-2: | —[ has 5 apples. 3+5=8. We have 8 apples in total.
A ';zj \(v’\:j- ~——We have § apples in total. X
| rqn—ii The [~ vouhave 3 apples, your dad has 2 more apples than you,

\su he has 5 apples. 3+5=8. You have/Blapples in total. /"
The answeris5. X

model
— Is therefore CoT about reasoning, or about finding a way
(either via in-context learning or decoding) that the generated

sequence matches a specific structure observed in the training
data?
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Assessing LLMs’ Argumentative Skills ARG-tech

P1. Mining Complex Patterns of Argumentative Reasoning in
Natural Language Dialogue
Ramon Ruiz-Dolz, Zlata Kikteva, John Lawrence

P2. Natural Language Reasoning in Large Language Models:
Analysis and Evaluation
Debela Gemechu, Ramon Ruiz-Dolz, Henrike Beyer, Chris Reed

ACL 2025

VIENNECL
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P1: Background and Motivation

ARG-tech

Argument Technology

Mining Complex Patterns of Argumentative Reasoning in

Natural Language Dialogue

Argument Mining — Argumentation Scheme Mining
Argumentation Theory — Natural Language Argumentation

E.g., Argument from Waste (Walton (1) vs. Real (2)):

(I) a. Premise 1: If a stops trying to realise 2)

A now, all a’s previous efforts to re-
alise A will be wasted.

b.  Premise 2: If all a’s previous attempts
to realise A are wasted, that would be
a bad thing.

c¢.  Conclusion: Therefore, a ought to con-
tinue trying to realize A.

a.

Premise: We need to make sure that
we embed the successes that we have
had.

Conclusion: There is still work to do.

Ramon Ruiz-Dolz Argumentation
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P1: Datasets ARG-tech

1. NLAS':
1,902 arguments — 20 schemes, 50 topics, 2 stances

2. NLAS-proc:
23,771 arguments — enthymematic NLAS

3. QT-Schemes:
441 arguments — 5 QT episodes, 24 schemes

"Ramon Ruiz-Dolz, Joaquin Taverner, John Lawrence, and Chris Reed.
2024. Nlas-multi: A multilingual corpus of automatically generated natural
language argumentation schemes. Data in Brief, 57:111087.
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P1: Datasets ARG-tech

. . . NLAS QT-SCHEMES
Argumentation Family Argumentation Scheme Comp  Proc Total Fi/Te
Allegation of Bias 0 0 1 0/1

Ad Hominem Arguments Direct Ad Hominem 100 573 16 13/3
Inconsistent Commitment 89 882 17 15/2

Cause to Effect 99 1,146 41 35/6

Arguments Based on Cases Established Rule 95 1,008 3 12
Verbal Classification 99 1,115 8 4/4

Analogy 100 1,165 8 Yal

Defeasible Rule-based Arguments Example 97 550 5 41
Precedent 94 1,056 6 4/2

Best Explanation 100 2,112 111 86/25

Discovery Arguments Ignorance 93 1,122 5 3/2
yArg Random Sample to Population 0 0 2 il

Sign 100 997 17 11/6

Popular Opinion 99 1,096 10 5/5

Popular Acceptance Arguments Popular Practice 94 1,066 5 41
Expert Opinion 100 1,195 16 15/1

Position to Know Arguments Position to Know 100 1,182 28 16/12
Witness Testimony 100 2,178 9 3/6

Consequences 0 0 34 34/0

Practical Reasoning 0 0 63 48/15

Practical Reasoning Arguments Sunk Costs 93 1,098 8 n
Threat 88 1,520 18 171

Waste 86 880 9 8/1

Chained Arguments with Rules and Cases ~ Slippery Slope 76 1,530 1 1/0

Total - 1,902 23,471 441 331/100
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P1: Experiments

Pre-training + Fine-tuning:

Argumentation
Argument Scheme
1
p1 2
p2 AS-Comp 3
c 20
Argument
Argument Family
p1
p2

Argument

p1

p2

c

Argument

p1

p2

ARG-tech

Argument Technology

Argumentation
Scheme

1

2
[l 1> -

20

Argument
Family

2
s
8

Prompting: Zero Shot (ZS), Few Shot (FS), and Few Shot

Dialogue (FS-Dial) + Justification

Ramon Ruiz-Dolz

Argumentation
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P1: Results

Model Precision Recall F1-score
ROBERTA-AS-CompP 0.8 4.5 1.0
ROBERTA-AS-PROC 3.4 6.2 3.1
ROBERTA-AS-COMP-DIAL 7.4 9.4 8.0
ROBERTA-AS-PROC-DIAL 8.2 10.7 9.0
QWEN2.5(78)-AS-ZS 4.1 14.3 57
LLAMA3.1(8B)-AS-ZS 9.9 8.9 6.6
LLAMA3.3(70B)-AS-ZS 18.9 24.4 18.7
QWEN2.5(7B)-AS-FS 3.7 11.0 55
LLAMA3.1(8B)-AS-FS 4.5 12.2 5.4
LLAMA3.3(70B)-AS-FS 31.2 45.4 29.4
QWEN2.5(78)-AS-FS-DIAL 7.4 16.2 7.8
LLAMA3.1(8B)-AS-FS-DIAL 18.6 18.9 14.4
LLAMA3.3(70B)-AS-FS-DIAL 221 27.9 22.3
ROBERTA-AF-ComP 455 38.1 31.7
ROBERTA-AF-PROC 57.7 56.3 49.7
ROBERTA-AF-CoMP-DIAL 65.1 47.7 49.3
ROBERTA-AF-PROC-DIAL 62.1 66.9 62.3
QWEN2.5(7B)-AF-ZS 12.3 26.1 135
LLAMA3.1(8B)-AF-ZS 131 213 13.9
LLAMA3.3(708)-AF-ZS 44.4 442 34.7
QWEN2.5(7B)-AF-FS 8.3 20.8 11.0
LLAMA3.1(8B)-AF-FS 10.1 17.2 1.9
LLAMA3.3(708)-AF-FS 18.7 34.4 23.8
QWEN2.5(7B)-AF-FS-DIAL 279 16.9 14.7
LLAMA3.1(8B)-AF-FS-DIAL 38.7 28.4 28.1
LLAMA3.3(70B)-AF-FS-DIAL 34.7 36.8 31.8

ARG-tech

Centre for Argument Technology

Ramon Ruiz-Dolz

Argumentation
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P1: Conclusions ARG-tech

e LLMs struggle to effectively generalise regardless of the
dimensionality of the task.

¢ Justifications reveal that LLMs are not able to process the
inferential reasoning of arguments, either referring to
premises/claims not existent in the argument, or quoting
wrong parts of the argument.

e Textbook-like natural language argumentation schemes +
theory-based pre-processing (enthymemes) and
pre-training + fine-tuning on natural language dialogue
data, even for low resource tasks!

Ramon Ruiz-Dolz Argumentation Page 17 of 31



P2: Background and Motivation ARG-tech

Natural Language Reasoning in Large Language Models:
Analysis and Evaluation

Reasoning in Natural Language — Natural Language Reasoning

Ramon Ruiz-Dolz Argumentation Page 18 of 31



P2: Task Formulation ARG-tech

Argument:
e Argument: A = {a1,az,...,a,}

* Relation: R ={F,—},R: Ax A

Argument-component selection:

Given an argument A = {ay, a2, ..., a,} missing a component
a; within a context C, find the correct argument-component «
from a given set of candidates & = {uy,uo, ..., ux}, belonging

to C, such that @ corresponds to a;.

Ramon Ruiz-Dolz Argumentation Page 19 of 31



P2: Argumentative Reasoning Tasks (ART) ARG-tech

this next generation have

actually shown themselves to
e very compassionate,
responsible and stoic

we can say, look, try and have it would be so devastating for
some good judgement about us to have to go back into a

situations like CEE the second lockdown both
financially and for our health

Default Conflict Default Inference Default Rephrase Default Inference Default Inference

!

this next generation comin
through have really define: we can appeal o this ext
this snowflake stereotype of
that's been applied to them
to0 many times

try and stay away

Iy

Given T Identify a - X
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P2: Argumentative Reasoning Tasks (ART) ARG:-tech

¢ Serial Reasoning: e Convergent Reasoning:

1. One-hop Conclusion 1. One Convergent

2. One-hop Premise Premise

3. Two-hop Conclusion 2. Two Convergent

4. Two-hop Premise Premises _

5. One-Intermediate 3. Convergent Reasoning
Conclusion Conclusion

6. Two-Intermediate 4. Alternative Hop
Conclusions

¢ Divergent Reasoning:

e Linked Reasoning: 1. gne Di\{ergecnt -
1. One Linked Premise easoning Lonclusion

. . 2. Two Divergent
2 Tyvo Linked Pr§m|ses Reasoning Conclusions
3. Linked Reasoning

, 3. Divergent Reasoning
Conclusion Premise

Ramon Ruiz-Dolz Argumentation Page 21 of 31



P2: Argumentative Reasoning Tasks (ART) ARG-tech

? o o) @?@@
@ we @) e O @) e
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P2: Argumentative Reasoning Tasks (ART) ARG-tech

112,212 Multiple-choice questions, 16 different reasoning structures,
7 different corpora.

Tasks MTC AAEC CDCP ACSP AbstRCT US2016 QT30
Type Variants
Serial 1H-C 290 4841 1033 5789 2288 3379 6488
1H-P 290 4841 1033 5789 2288 3379 6488
2H-C 57 3279 348 759 327 1009 1118
2H-P 57 3279 348 759 327 1009 1118
Int-C 57 3279 348 759 327 1009 1118
2-Int-C 3 569 89 80 8 249 787
Linked 1L-P 17 - 64 - - 180 511
2L-P 17 - 64 - - 180 511
LR-C 17 - 64 - - 180 511
Convergent 1C-P 96 4735 763 2024 1899 1129 397
2C-P 96 4735 763 2024 1899 1129 397
CR-C 96 4735 763 2024 1899 1129 397
AH 57 3279 348 759 327 1009 1118
Divergent 1DR-C - - 11 184 48 106 386
2DR-C - - 11 184 48 106 386
DR-P - - 11 184 48 106 386
Ramon Ruiz-Dolz Argumentation Page 23 of 31



P2: Results ARG-tech

Argument-Component Selection
Dataset  Model Size Linked Convergent__ Divergent
v ePws Quen2s 78 9134677
rgument-Component Selection 728 Tiatods
Dataset Model Size Serial Linked Comvergent  Divergent ACSP
Uamas1 88 123cs2 E ihriel 24tz
Qwen25 7B 2imsiiine E 1085 % 1150 E 0B 0611000 : AR IBOT 8862610
728 35594 1340 - 1595 £ 1937 -
AAEC Wistral 78 2006+ 1547 - 12451018 5864508
Uama31 88 12235087 E 1155302 E
B soter , it , DeepSekcR1 708 567841043 - 51455056 2784
Mistral 7B meiiin , 04z 130 , GPT _ GPT4o_ ova7=7a4 6355316 4145 1434
DeepSeekc M1 708 467521065 N IILI8Z N Qwen25 7B 11221950 305541097 204542146 7654
Usaots 728 495312761 483341886 WML 1053626
GPT GPT4o 0.8+ 17.57 35,78 4 2150 = -
Uama31 88 1415631  1Le6Eser | 9951258 2804271
Quen2s 78 230, - 1755201 - 0B 45152565 45ISE208T 26395264 8065508
wTC 728 0aE10 - 202540 Wistral 7B 30552051 0551781 128551521 453570
tamaai o BB Oloxod0 , e j DoepSeelcRT 708 60341131y 476551531 419551372 36%1163
iswal 7 owsom oo . GPT__ GPT4o osd7Ti20d 53034932 458152 3778&172
. o - Qwen25 7B 314041696 207641563  14L1L10 20+ 151
DoopSeck 1 708  45.34t10.4 1587125 ara 728 24552081 55041621 033£1702 290415
GPT GPTho 10,754 2156 1136+ 1101 - Uama31 88 0995505 1L50£1026  58Eids | 12334 1352
Quen25 7B 200741481 $5055253 174552045 086080 0B 362151591 4338208 IS10£1650 231641740
oo 72 S02L2I52 SLALI0 26842851 124061 Wistral 78 BOSE1706 W76£1563 626822 124L 107
Uama3i 8B 10535795 02351221 585666 04504 o . N vy
B urnen amElal asa0e o GiE0d DoepSeekcR1 708 55784203 465651007 409251543 38215110
P B i Sm o omon GPT __ GPT4o_ 536252580 530141566 166952144 4165+ 1534
Deeps 708 61651075 604941222 7124300
GPT GPT40  G5.004 1341 68871493 4491 £3031 7334252
Qwen25 7B 1l6+62s 14441873 09334 0.90
Jr——- 728 530641027 200043571146+ 070
Uamadt 68 475330 594701 04:04
708 1805410 11286 1335080
Wistral 7B 100577 6354909 0334041
DoepSeckcR1 708 463452305 - 365652567 10455556
GPT GPT4o 15,61+ 25.00 - 3 E2019 1145513
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P2: Sensitivity Study

Open-Ended Reasoning
with Human Evaluation:

Macro F1-score (GPT-40): 25.8
— Instead of generating the new
components, the model
copy-pasted or concatenated
argument components from the
context.

ARG-tech

Argument Technology

Model Size:

Llama 3.1 GPT
70B 405B gpt-40 o1-preview
9.98 18.73 32.18 41.96

Prompt Template:

Model Prompt-1  Prompt-2
Llama 3.1:70B 16.01 15.40
Mistral 7.25 7.09
Qwen 2.5:72B 16.29 14.61
GPT-40 34.32 35.78

Ramon Ruiz-Dolz

Argumentation
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P2: Conclusions ARG-tech

e LLMs rely on superficial patterns of language rather
than genuine reasoning.

¢ LLMs are not capable of understanding argumentative
reasoning structures, in cases where a slightly more
challenging argumentative structure is used, they perform
worse than a random baseline.

* Need to develop challenging tasks to evaluate natural
language reasoning.
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What can we do? ARG-tech

Probabilistic language modelling has many advantages, but we
cannot forget about theory-informed and symbolic
modelling, especially for tasks that involve reasoning (e.g.,
planning, argumentation).
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What can we do? ARG-tech

Language “Reasoning” Models (LRMs) are never evaluated on
their reasoning capabilities but on the correctness of the final
answers. When looking with enough detail into the reasoning
traces we can find surprising stuff.

Looks like reasoning, but is it actually reasoning?
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What can we do? ARG-tech

1. Evaluate directly the reasoning capabilities of LLMs (or
LRMs)
— New Benchmarks.

2. Embed natural language reasoning as part of the training
process.
— New Architectures (neurosymbolic?).

3. Post-process the generated output to improve its
soundness.
— Reasoning assisted generation.
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Thank you very much!

To keep in touch:

¢ Bluesky: @raruidol

e LinkedIn: Ramon Ruiz-Dolz & ARG-tech
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